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ABSTRACT

Wound management poses a significant challenge, particularly for
bedridden patients and the elderly. Accurate diagnostic and healing
monitoring can significantly benefit from modern image analysis,
providing accurate and precise measurements of wounds. De-
spite several existing techniques, the shortage of expansive and
diverse training datasets remains a significant obstacle to construct-
ing machine learning-based frameworks. This paper introduces
Syn3DWound, an open-source dataset of high-fidelity simulated
wounds with 2D and 3D annotations. We propose baseline methods
and a benchmarking framework for automated 3D morphometry
analysis and 2D/3D wound segmentation.

Index Terms— Wound documentation, 3D reconstruction,
2D/3D wound segmentation.

1. INTRODUCTION

Chronic wounds, a widespread issue affecting individuals of all ages,
represent a silent epidemic. It was estimated in 2019 that the preva-
lence of chronic wounds of mixed etiologies was 2.21 per 1000
population [I]. Wound management is a major issue for bedrid-
den patients in hospitals and elderly residents in aged care facili-
ties. Wound management is challenging, and there is no standard-
ized patient-centric care model. Wound documentation is crucial and
should encompass a range of details such as location, size, surround-
ing skin condition, presence of undermining and tunneling, exudate,
odor, or pain levels. Automated wound analysis by a computer sys-
tem would allow accurate and precise diagnosis and assessment of
the wound type, and enable quantitative assessment during healing,
which could span months. Automated wound characterization offers
a key advantage by allowing remote monitoring, eliminating the ne-
cessity for frequent and expensive physical examinations by medical
specialists.

Wound assessment based on photography/videos is challenging
because of substantial variations in appearance and quality caused
by different camera quality, lighting, and camera pose. Data-driven
vision-based technologies have been shown to improve wound as-
sessment by enabling objective quantitative evidence for decision
support [2]l. Researchers have reported deep learning methods
for 2D wound detection and classification [3], wound segmenta-
tion [4H6] or 2D wound image healing classification [[7]. However,
2D wound measurement techniques do not report wound depth, po-
tentially overlooking a crucial aspect of the wound healing process.
Additional challenges include identifying wound margins, variations
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Fig. 1: Syn3DWound aims to produce high-quality synthetic data
with precise control of the environment and acquisition protocol
from a 2D real-world wound and a 3D avatar. It allows the genera-
tion of extensive datasets for evaluating segmentation models. Fur-
thermore, the camera’s intrinsic and extrinsic are saved to analyze
the performance of 3D reconstruction methods.

in the wound’s appearance due to changes in patient position, and
the natural curvature of body parts such as the heel, toe, and lower
leg.

Advanced 3D imaging technology, coupled with automated
analysis methods, enables standardized and comprehensive image
acquisition [8]. It could provide natural representation and measure-
ments, especially for attributes that may be challenging to identify
in 2D images [8[9]. Automated wound analysis in 3D could assess
the topology and textural features of wounds [T0H14], offering valu-
able clinical information. A major bottleneck for training modern
machine learning systems is obtaining high-quality training datasets
and their associated ground truth (annotated by medical experts).
Datasets that include 3D sensing are scarce, and collecting video
of actual wounds is problematic: it has the potential to interfere
with care, may include sensitive views, and can only be performed
with limited camera and light setups. An alternative to collecting
actual data is synthesizing images and their corresponding annota-
tions, a strategy used in various domains, sometimes called digital
twin [9l[I5]. Relevant to this paper, Dai et al. generated tex-
tured burn wounds from a 3D human avatar as a synthetic annotated
dataset. Sinha et al. used similar methods to create 2D images
from 3D textured meshes with diverse skin tones and background
scenes.
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Fig. 2: Representations of the specific components involved in the synthetic wound generation. i) 3D human avatar, ii) Wound image and
wound extraction, iii) Mesh sculpting including wound shape and placement in the human body, iv) View selection of the 3D human body

avatar, and v) Rendering and postprocessing.

In contrast to existing methods, our proposed solution pro-
duces 2D synthetic data and precise 3D wound models, facilitating
the evaluation of state-of-the-art 3D reconstruction methodologies
(Fig. [T). This contribution is two-fold: Firstly, we introduce a 3D
Wound synthetic dataset Syn3DWound, available for research pur-
poses, with 2D and 3D ground truth. Secondly, we present baseline
methods and evaluation protocols for i) 3D wound reconstruction,
ii) 2D wound bed segmentation, and iii) 3D wound bed mapping,
showcasing the merits of 3D wound analysis over 2D approaches.

2. SYN3DWOUND DATASET

The synthetic views in Syn3DWound are generated using Blender,
an open-source 3D computer graphic software, capable of produc-
ing realistic stills and videos by controlling the camera path. The
user has the flexibility to manipulate wound characteristics, its loca-
tion on the body, human body shape, and texture. The key steps are
outlined in Fig. 2]

The inputs consist of a 3D human body avatar, a 2D wound im-
age, and a predefined 3D wound shape and location. Users can man-
ually carve a wound onto the 3D human body avatar surface, spec-
ifying its depth and location. The visual appearance of the wound,
along with its segmentation mask, is integrated into the avatar’s tex-
ture files.

The outputs include a 3D human body avatar featuring an at-
tached wound, a collection of rendered images depicting various
camera and environmental configurations, and all the necessary
parameters for replicating the output. Beyond achieving pixel-
perfect segmentation masks and comprehensive data generation,
Syn3DWound also provides precise 3D models of the wound,
essential for assessing the effectiveness of 3D methodologies.

We employed The Rendered people dataset and the 3D
Body Text dataset |]'115|], which offer high-definition textured meshes
of the human body in high resolution. For the 3D rendering engine,
Cycles El was chosen for its enhanced light physics modelling and
more lifelike rendering compared to routinely used real-time game
graphics engines [[17].

After generating the 3D scene, users can create a camera path,
allowing variations in the number of images for 3D reconstruction,
as well as the ground truth for camera intrinsics and trajectory. For
a particular wound, users can explore different observation angles,
camera resolutions, and lens characteristics, as depicted in the first
row of Fig.[3] To simulate imperfections present in real-world image
acquisition, users can intentionally introduce either overexposure or
apply motion/Gaussian blurring to the rendered images. Lighting as-
pects, such as the strength and the 3D placement of the light source,
can also be adjusted at this stage, influencing the appearance of shad-
ows in the rendered image.

Uhttps://www.cycles-renderer.org/

Fig. 3: Representations of 2D wound images and their corresponding
segmentation maps are generated from various camera trajectories of
the 3D wound models. The two models featured in this manuscript
are a leg wound (left) and a shoulder wound (right).

Ideally, wound characterization would include wound type,
body location, size, variations in lighting conditions, and skin
colour difference. Unfortunately, the availability of labelled data
for 3D wound analysis has been limited. Existing datasets such as
WoundSeg [5]l, DFUC2022 [6], FUSeg Challenge [20], AZH wound
care [4]], and Medetec [21]] primarily consist of 2D annotated images.
WoundDB provides stereo images with the potential for depth
estimation investigations. However, these images are not sequential,
which limits their utility for 3D wound reconstruction. In con-
trast, Syn3DWound provides perfect information, albeit simulated.
Table[T| compares Syn3DWound with these existing datasets.

3. EXPERIMENTS AND RESULTS

In this section, we detail the evaluation protocol to perform 2D and
3D wound assessment of two 3D models, each representing a dif-
ferent ethnicity and depicted in Fig.[3] Upon the acceptance of our
paper, we will release a more extensive dataset, along with the code
required to compute the evaluation metrics.

3.1. Baseline systems and evaluation metrics

3D wound reconstruction: A 3D reconstruction algorithm esti-
mates the 3D geometry of an object from a collection of 2D images.
The prevailing methods in the literature rely on standard projective
geometry techniques such as structure-from-motion and multiview
stereopsis [12|[T3}[23]]. However, new deep learning approaches for
3D scene rendering (e.g. Neural Radiance Fields (NeRF) ), are
becoming very competitive. In this paper, we conduct a comparative



Table 1: A comparison of the proposed 3D Wound bed dataset and the existing wound datasets.

Dataset Year Modality Domain Total Images Wound Etiology

Syn3DWound (our) 2023 RGB 2D/3D 20 models T Pressure, trauma, arterial

WoundSeg [5] 2023 RGB 2D 2,686 Diabetic, pressure, trauma, venous, surgical, arterial, cellulitis, and others
DFUC2022 [6] 2022 RGB 2D 4,000 Foot ulcer

WoundsDB [22] 2021 RGB, Stereo, Thermal 2D 737 % Venous ulcers, ischaemia, venous ulcers

FUSeg Challenge [20] 2021 RGB 2D 1,210 Foot ulcer

AZH wound care [4] 2020 RGB 2D 1,109 Foot ulcer

Medetec [21] NA RGB 2D 160 Foot ulcer

1 The Syn3DWound dataset consists of 3D wound models that could generate diverse 2D wound images from different views of the same target wound.
* 188 RGB, 188 thermal, 184 stereo, and 177 depth images are included in the WoundsDB database.
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Fig. 4: Overview of a traditional framework for 3D reconstruction
and analysis: sequential image collection, feature extraction and
matching, camera models and sparse point cloud, dense point cloud,
meshing point cloud, and 3D reconstruction.

analysis of two prominent open-source tools for 3D reconstruction:
COLMAP [25] and Meshroom [26]]. We also assess the performance
of NeuS-Facto, a NeRF model tailored for surface extraction from
the open-source SDFStudio toolbox [24].

We compared the 3D reconstructed meshes with the ground-
truth synthetic mesh, after alignment using three steps: i) align the
camera positions of the ground-truth data with those estimated by
the frameworks (by solving a Procrustes problem [27])); ii) crop both
meshes using the ground-truth 3D mask for wound bed segmenta-
tion, followed by fine alignment using the Iterative Closest Point
(ICP) algorithm (applied only to the cropped meshes); iii) apply
the transformations to the original meshes, followed by cropping the
wound area again to report performance on the wound area only. In
Table 2] we report the Average Symmetric Distance (ASD), Haus-
dorff Distance (HD90), and Normal Consistency (NC) metrics.

The proposed pipeline facilitates benchmarking of 3D recon-
struction methods and investigation into the influence of image fea-
tures in the performance of the reconstruction method. Fig. |§] shows
the overall performance on the shoulder wound. COLMAP out-
performs its competitor with increased image resolution. In every
scenario, high-resolution images allow more fine-grained 3D recon-
struction (see Fig.[6).

2D wound segmentation: We trained a deep learning segmentation
model SegFormer [28] on a dataset provided by DFUC2022 [6] and
tested it on a set of images from Syn3DWound. From a predicted
mask (A) and a ground truth mask (B), we compared the IoU score

. . .. ]ANB| . . 2|AnB|
(Intersection over Union): 0B and the Dice score: [AITIB]"

3D wound bed segmentation: We introduce a 3D wound segmen-
tation technique that assigns binary labels to different regions of the
reconstructed 3D models. We used a Meshroom-based texturing al-
gorithm [29] to project a set of 2D wound segmentation masks onto
3D mesh vertices labeled as background and wound bed.

Following the established standard [30]], we report the Balanced
Average Hausdorff distance (BAHD) [31]], defined as BAHD(G, S) =
ﬁ (H(G, S) + H(S,G)), where H is the directed average Haus-
dorff distance and |G| is the number of points in the ground truth
wound segmentation. We also report recall R = (T3,)/(T, + F»)
and precision P = T}, /(T + F}), with T}, the number of vertices

Table 2: Evaluating the performance of established 3D reconstruc-
tion pipelines by benchmarking the reconstruction of Sample 1 (leg
wound), illustrated through a set of 300 2D images.

Methodology/Tool J ASD (mm) | HD90 (mm) 1 NC
Meshroom [29] 0.394 1.052 0.933
COLMAP [25] 0.161 0.397 0.953
NeuS-Facto (SDFStudio) [24] 0.166 0.404 0.960
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Fig. 5: Evaluating 3D reconstruction outcomes across diverse im-
age resolutions and quantities on the shoulder wound. We show-
case results for the COLMAP pipeline using the ASD metric. How-
ever, similar trends are observed across different 3D reconstruction
methodologies and evaluation metrics.

from the 3D ground truth segmentation that are also in the 3D es-
timated segmentation, F}, the number of vertices in the predicted
segmentation that are missing from the ground truth segmentation,
and F,, is the number of the ground truth segmentation vertices
missing from the predicted segmentation.

3.2. Results and discussion

Influence of the quality of the images: While a recent study
explores the use of synthetic images for dermatological assess-
ments [17] with relatively small 512 x 512 images, we propose
adopting Cycles, a powerful rendering engine that outperforms
Open3D’s physic-based renderer or Unity3D|"} Notably, our render-
ing method, though not real-time, produces superior results taking
an average of 12.86(+0.73) seconds to generate a 4k synthetic
image

Balancing Gender and Racial Diversity: In response to the emerg-
ing concern of the under-representation of minority groups in the

Zhttps://docs.unity3d.com/ScriptReference/Renderer.html
3With path tracing integrator using 800 samples to render each pixel,
leveraging parallel computation of tiles on a cluster of 10 x RTX 2080Ti.
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Fig. 6: Assessing the impact of the image resolution (1080p to 4k) on mesh quality from Meshroom reconstruction on Sample 2 (shoulder
wound). An increased camera resolution allows the reconstruction of more detailed geometries

training datasets of recent medical Al solutions, our released dataset
is specifically designed to cover greater diversity of cases. This ini-
tiative aims to promote fairer wound analysis by providing a more
inclusive and representative dataset.

3D wound reconstruction: Quantitative results for 3D wound re-
construction in two selected samples are reported in Table 2] In
our experiment, COLMAP demonstrates superior surface accuracy,
while the performance of the Neural rendering-based method is
nearly comparable.

2D wound segmentation: Table [3] presents the performance of
SegFormer [28] trained on DFUC2022 [6]], tested on the synthetic
images produced by Syn3DWound’s model. The model, having
been trained on real 2D wound data, exhibits promising perfor-
mance when applied to our synthetic data, validating the quality of
the Syn3DWound dataset. However, the limitations of 2D wound
segmentations arise from the constrained perspective during capture,
potentially impacting accuracy and comprehensiveness as they fail
to fully represent the complexity of 3D structures (e.g., as shown
in the second row of Fig. [B] only the middle panel of leg/shoulder
represents a complete view of a wound without presenting details
such as depth). Therefore, it is advisable to adopt methods that
leverage rich 3D information through 3D segmentation. One way to
achieve this is through projecting 2D masks onto 3D mesh vertices
based on the results of the initial 2D segmentation.

3D wound segmentation: Table [4] compares 3D wound segmen-
tation results with ground truth using previously described metrics.
Notably, for the second sample, incorporating a higher number of
2D segmentation maps enhances the performance of the resulting
3D segmentation. Fig. |Z] (left) shows the reconstructed 3D wound
segmentation of the shoulder wound, generated from 120 render-
ings, with color-coded true positive (light blue), false positives (blue)
and false negatives (yellow). The 3D projection of 2D segmenta-
tions provides a more precise understanding of the geometric failure
modes of 2D segmentation models.

4. CONCLUSION

In this paper, we contribute a unique 3D wound dataset to encourage
collaboration between computer vision and medical imaging com-
munities, intending to advance 3D wound reconstruction and docu-
mentation. We perform a study on widely used 3D reconstruction
and segmentation pipelines, generating a set of baseline results piv-
otal for a better understanding of 3D wound analysis to address lim-
itations in traditional 2D wound documentation.

Table 3: Evaluation of 2D segmentation model trained on
DFUC2022 [IEI] and tested on renderings of the leg wound 3D model.

Encoder Network Renderings

MIT-B5  SegFormer 300
Mix Transformer encoders (MiT).

110U
0.888

1 Dice
0.940

Table 4: Evaluation of 3D wound bed segmentation.

Wound Sample | BAHD (mm) 1P TR

Leg Wound, 300 renderings 0.028 0.925 0.985
Shoulder Wound, 80 renderings 0.698 0.927 0.970
Shoulder Wound, 120 renderings 0.101 0.957 0.971

BAHD: Balanced Average Hausdorff Distance; P: Precision; R: Recall.

Fig. 7: Color-coded 3D segmentation metrics for the shoulder
wound. Right: ground-truth (red) and predicted (green) contour.
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